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Abstract 
In a communication channel, noise and interferences introduce the bit errors during the transmission of the 

digital message. To get the error free communication, error control codes are used. This paper discusses FPGA 

implementation of (15, 7) BCH Encoder and Decoder for audio message transmission and reception using Verilog 

Hardware Description Language. Initially audio message is converted to digital data which are framed into binary 

data of 7 bits. These 7 bits are encoded into 15 bit code word using (15, 7) BCH encoder. If any 2 bit error occurs in 

any position of 15 bit code word, it is detected and corrected. This corrected data is converted back into an audio 

message. The decoder being implemented here is one step majority logic decoder. Conversion of audio to digital and 

digital to audio, both are done using on-chip audio 97 codec available on FPGA. Simulation was carried out by 

using Xilinx 14.2 ISE simulator, and verified results for an arbitrarily chosen message data. Synthesis was 

successfully done by using the RTL compiler. Finally both encoder and decoder design is implemented on Virtex 

v.5 FPGA kit. 
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     Introduction 
Rapid growth in internet and mobile 

technology, exchange of information is common 

practice. Information may be text, audio, video etc. 

form. Transmission of information through a physical 

medium or wireless medium, possibility is that data 

gets corrupted; this leads to an error in random 

locations of a symbol. To have a reliable 

communication through a communication channel 

that has an acceptable Bit Error Rate (BER) and High 

Signal to Noise Ratio (SNR) error correcting codes 

are used. These codes are introduced in order to 

detect and correct a specified number of errors which 

may occur during transmission of message over a 

communication channel [1]-[4]. 

There are different types of Error correction 

codes that are used in present digital communication 

system based on the type of channel noise. Few of 

them are Hamming code [3], Low Density Parity 

Check code (LDPC) [4], Bose-Chaudhuri 

Hocquenghem code (BCH) [5], Reed Solomon code 

[6], and Turbo code [7]. These codes are different 

from each other in their complexity and 

implementation. BCH codes are widely used in the 

areas like mobile communication, digital 

communications, satellite communications, optical 

and magnetic storage systems, and computer 

networks etc. 

In this work (15, 7) BCH encoder and 

decoder are implemented on Virtex v.5 FPGA. For 

designing the BCH codes, Systematic codes are used. 

In case of systematic codes original message d(x) is 

as it is in the encoded word c(x). At the transmitter 

side using encoder circuit binary digits are encoded 

by appending some extra bits with message bits also 

known as parity bits. The parity bits and message bits 

together are known as ‘Code word’. At the Receiver 

end, code word will be received and error detection 

and correction process is applied. This process is 

known as decoding. The rest of this paper will 

discuss about hardware implementation of BCH 

encoder and decoder as well as their simulation and 

synthesis results for FPGA.  

 

Related work 
Cyclic decoding procedures for error 

corrections in BCH code was discussed in [8]. They 

implemented binary BCH codes for 5 bit error 

correction with a length of 127 bits using Peterson 

decoding procedure. Author has shown that burst 

error correcting codes are less speed and more 

complex in hardware compared to BCH codes 

Application of BCH codes in authentication of binary 

document images is discussed in [9]. They used (7, 4) 

BCH encoder for encoding of a character and 
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embedded in a binary document image, each 4 bit in 

a character is encoded to a 7 bit. They used BCH 

codes to correct one bit error in any position of 7 bit 

data. Implementation of (7, 4) BCH encoder to 

correct single error in any position of 7 bits is 

discussed in [10]. The circuit design and simulation 

was carried out using Orcad version 9.1 and 

implemented on FPGA (Xilinx xc4013). In [11] 

application of BCH code for error detection and 

correction in memory is presented. They compared 

both single error correction and double error 

correction BCH codes using 180nm technology. The 

synthesis and simulations were carried out using 

Synopsys Design Compiler, power consumption and 

area of the circuit was summarized for different (n, k) 

BCH code cases. The result shows that power 

consumption and area required was less compared to 

single error correction. Application of BCH codes in 

fault tolerant method is given in [12]. They designed 

a 32 bit ALU, which is secure against many faults 

and able to correct any 5 bit faults in any positions of 

32 bits input registers of ALU. The BCH codes were 

used to correct multiple errors. Author has shown that 

compared to TMR (triple modular redundancy) & 

Residue code, BCH codes were the better choice in 

estimated area. Nonlinear multi error correcting 

codes in the reliable MLC NAND flash memories 

using BCH and RS codes is discussed in [13]. The 

encoder and decoder architectures for nonlinear 5 bit 

error corrections in flash memories can be modeled 

in Verilog and synthesized in RTL design compiler. 

Proposed work discusses, FPGA implementation of 

(15, 7) Binary BCH Encoder and Decoder for audio 

message using Verilog HDL. This work aims to 

correct double error in any position of 15 bit code 

word. Initially audio message is converted to digital 

signal which are then used for framing of 7 bits. 

These 7 bits are encoded into 15 bit code word using 

(15, 7) BCH encoder. If any 2 bit error in any 

position of 15 bit code word, is detected and 

corrected. This corrected data is converted back into 

an audio message. The decoder being implemented 

here is one step majority logic decoder. Conversion 

of audio to digital and digital to audio, both are done 

using on-chip audio 97 codec available on FPGA. 

Simulation was carried out by using Xilinx 14.2 ISE 

simulator, and verified results for an arbitrarily 

chosen message data. Synthesis was successfully 

done by using the RTL compiler. Finally both 

encoder and decoder design is implemented on Virtex 

v.5 FPGA. 

 

 

 

BCH Code 
BCH codes can be defined by two parameters that are 

code size n and the number of errors to be corrected t 

Block length: n = 2m - 1 

Number of information bits: k ≥ n-mt 

Minimum distance: dmin ≥ 2t + 1. 

The generator polynomial of the code is specified in 

terms of its roots over the Galois field GF (2m). Let α 

be a primitive element in GF (2m).The generator 

polynomial g(x) of the code is the lowest degree 

polynomial over GF (2). Let mi(x) be the minimum 

polynomials of αi, then generator polynomial G(x) 

can be computed 

G(x)=LCM[m1(x),m3(x)…m2t(x)]                           (1) 

In this work n=15, k=7 and t=2 is considered. Hence 

the generator Polynomial with α, α2 ,α3 ,α4 as the 

roots is obtained by multiplying the following 

minimal polynomials: 

m1(x) = 1+x +x4 

m3(x) =1+x+x2+x3+x4 

Substituting m1(x) and m3(x) in equation (1) 

generator polynomial is obtained. 

G(x) = LCM {m1(x), m3(x)} 

G(x) = {(1+x +x4) (1+x+x2+x3+x4)} 

G(x) =1+x4+x6+x7+x8            (2) 

To build BCH codes over GF (24), we need to find 

out the elements of GF (24) generated by p(x) 

=1+x+x4 is given in Table below. 

Tables: 
Table 1. The elements of GF (24) generated by p(x)  

 
 

(15, 7) BCH Encoder  
The (15, 7) BCH Encoder is implemented 

with a Linear Feedback Shift Register (LFSR).      

(15, 7) BCH code word are encoded as follows. 

C(x) = x n-k * M(x) + b(x)          (3) 

Where, Message bits M(x) = M0 + M1x +...+ Mk-1xk-1 

             Code word C(x) is c0 + c1x +...+ cn-1xn-1 
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             Remainder b(x) = b0 + b1x +...+ bm-1xm-1   

also ci, Mi, bi are the subsets of Galois field. 

Figure 1 shows block diagram of (15, 7) BCH 

Encoder module. The 7 message bits (M0, M1….M6) 

are applied to the parallel to serial shift register. The 

output of parallel to serial shift register will be sent to 

(15, 7) BCH Encoder module as shown in figure. 

Using these message bits parity bits are computed 

and sent to serial to parallel shift register. These 

parity bits are appended to original message bits to 

obtain 15 bit encoded data. This entire encoding 

process requires 15 clock cycles. 
Figure-1: Block diagram of (15,7) BCH Encoder 

 

(15, 7) BCH Decoder 

Given an (n, k) cyclic code C for which J 

parity-check sums orthogonal on an error digit can be 

formed, the one-step majority-logical decoding of the 

code can easily be implemented. First, from the null 

space Cd of the code, we determine a set of J vectors 

w1, w2… wJ that are orthogonal on the highest-order 

digit position, Xn-1. Then, J parity-check sums A1, 

A2…, AJ orthogonal on the error digit en-1 are formed 

from these J orthogonal vectors and the received 

vector r. The vector wj tells what received digits 

should be summed up to form the check-sum Aj. The 

J check-sums can be formed by using J multi-input 

modulo-2 adders. Once these J check-sums are 

formed, they are used as input to a J multi-input 

majority-logic gate. The output of a majority-logic 

gate is 1 if and only if more than half its inputs are 1; 

otherwise, the output is 0. The output is the estimated 

value of en-1. A general one-step majority-logic is 

shown in the fig.2. This decoder is called the type-II 

one-step majority-logic decoder. The error correction 

procedure is as follows: 

 

 

 

Step 1. With gate 1 turned on and gate 2 

turned off, the received vector r is read into 

the buffer register. 

Step 2. The J parity-check sums orthogonal 

on en-1 are formed by summing the 

appropriate received digits. 

Step 3. The J orthogonal check sums are 

fed into a majority-logic gate. The first 

received digit rn-1 is read out of the buffer 

and is corrected by the output of the 

majority logic gate. 

Step 4. At the end of Step 3, the buffer 

register has been shifted one place to the 

right with gate 2 on. Now, the second 

received digit is in the rightmost stage of the 

buffer register and is corrected in exactly the 

same manner as was the first received digit. 

The decoder repeats step 2 and 3. 

Step 5. The received vector is decoded 

digit by digit in the same manner until a 

total of n shifts. 

 

 
 

Figure-2: General one-step majority logic decoder [15] 

 

 
 

Figure-3: Type – II single-step majority-logic decoder for the 

(15,7) BCH code [15] 
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Hardware implementation 
In this section, we have discussed the design 

of encoder and decoder implemented on Virtex v.5. 

Virtex-5 devices are offered exclusively in high 

performance flip-chip BGA packages that are 

optimally designed for improved signal integrity and 

jitter. Package inductance is minimized as a result of 

optimal placement and even distribution as well as an 

increased number of Power and GND pins. The 

Xilinx XUPV5-LX110T is a versatile general 

purpose development board powered by the Virtex®-

5 FPGA. It is a feature-rich general purpose 

evaluation and development platform, includes on-

board memory and industry standard connectivity 

interfaces, and delivers a versatile development 

platform for embedded applications. 

BCH Encoder 

Figure.2 shows block diagram of BCH 

encoder. Basically, encoder module is consists of 

three modules. 

[1] 7 bit Parallel to Serial Shift Register 

[2] Encoder module - Linear feedback shift register 

[3] Serial to Parallel Shift Register 

Steps: 

Step 1. Initialize the input ‘i’, control 

signals ‘start’ and integer ‘k’, and clock 

‘clk’. 

Step 2. If start = 0 

a. Increment the value of counter ‘k’. 

b. If k<8, 

i.  cout= i[k-1] 

ii.  tout= d[0]^cout 

iii. d={tout,d[7],d[6],d[5],d[4]

^tout, d[3], d[2]^tout, 

d[1]^tout} 

iv. c={c[13:0],cout} 

c. If k ≥ 8, c={d[7:0], i[6:0]} 

Step 3. If start ≠ 0 

a. k = 0 

b. c = 0 

c. d = 0 

 

Single Step Majority Logic Decoder 
A general one-step majority-logic is shown 

in the figure 3. This decoder is called the type-II 

single-step majority-logic decoder. 

Steps: 

Step 1. Initialize the input ‘r’, control 

signal ‘start’ and clock signal ‘clk’. 

Step 2. If start = 0 

a. Increment the value of k 

i. If k < 16  

 If a == 0111 or a 

== 1011 or a == 

1101 or a == 

1111, put aout = 

1 and nerr = nerr 

+ 1 

 Else reset the 

value of aout. 

ii. Compute cout = rout ^ 

aout 

iii. Assign a temporary 

variable t = {cout, t 

[14:1]} 

b. Go to Step 2.a till k ≥ 16 

Step 3. Display the output out = t 

 

Setup for audio message to BCH Encoder and 

Decoder 
This section communicates with the AC'97 

Audio Codec on the Virtex v.5 development board.  

It implements codec configuration, audio input, and 

audio output capabilities. The AC'97 codec 

communicates with the FPGA using a serial protocol.  

The FPGA sends it a series of commands, which 

control volume, muting, record source selection, etc.  

It also sends and receives PCM encoded audio in this 

format.  

In the designed communication system as 

shown in figure 4, we are passing audio message. 

ADC embedded in AC-97codec chip converts the 

audio into digital signal which give the output of 20 

bit frame. Now framing is done in such a way that we 

get a frame of 7 bits which are encoded by LFSR-

encoder. The encoded output is passed through noisy 

channel where it adds the noise. The received signal 

is passed through single-step majority logic decoder. 

Output of decoder, which is corrected one, is framed 

again with each frame of 20 bits. Now the frames are 

passed through DAC so that the DAC can gives audio 

output to the headphone. Here, we are receiving both 

transmitted voice and corrected voice in the left and 

right ear respectively. 

 
 
Fig.4 Design of Communication System 
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Results and discussion 
In this section simulation and synthesis 

results of (15, 7) BCH Encoder and Decoder is 

discussed. The system has been simulated using 

Xilinx14.2 ISE simulator and functionality of 

encoder and decoder is verified. Synthesis was 

carried out by using the ISE RTL compiler and 

device utilization is summarized. 

 

Simulation Results of (15, 7) BCH Encoder and 

Decoder with digital data 

The Figure-5 shows simulation waveform of 

(15, 7) BCH Encoder. Here audio signal is 

considered as a message. As seen in figure when the 

start pin is high, the input is loaded to Encoder and 

all other intermediate signals are set to zero. When 

the start pin set to low, audio message being passed 

through codec converts into 7 bit binary digits upon 

framing. Using these binary digits the parity bits were 

calculated, meanwhile it takes 7 clocks  and these 

parity bits are appended to the original message bits 

to obtain a 15 bit encoded data or code word. At the 

end of 8th clock, encoded data is indicated at the 

output terminal. The same process repeats for other 

digital data as well. 

 
Figure-5: Simulation results for (15, 7) BCH Encoder 

 

Input message,  m(x) = ‘1101101’ 

Code word, c(x)  = ‘101101101101101’ 

                                                

                                                Parity Bits 

Figure-6 shows simulation waveform of (15, 

7) BCH Decoder with two bit errors. As seen in 

figure when the load pin is high at the first clock, 

encoded data or received vector r(x) is loaded as 

input to decoder and all other intermediate signals are 

set to zero. The input is given at ‘r’ = 

‘101101001100101’. At 16th clock, the output is 

corrected and is given as ‘out’= ‘101101101101101’ 

and number of errors:nerr = 2. At the 16th clock, it 

indicates decoded data at the output terminal. This 

corrected data is converted into an audio message 

using Codec. The same procedure is repeated for 

received data as well. 

 
Figure-6: Simulation results for (15, 7) BCH Decoder 

Synthesis Results of Communication System 

 Figure 7 shows the synthesis and RTL 

schematic of communication system with BCH 

encoder and single step majority logic decoder as 

shown in figure 4.  

 
Figure-7: Audio Signal Transmission and Reception - 

RTL Schematic 

Device Utilization Summary 

Figure-8 shows the design summary for 

audio signal transmission and reception over FPGA. 

Timing Summary for communication system 

Speed Grade    : -2 

Minimum period                 : 4.889ns 

(Maximum Frequency: 204.537MHz) 

Minimum input arrival time before clock      : 1.380ns 

Maximum output required time after clock   : 2.830ns 

 Figure.8 Audio Signal Transmission and Reception 

Design Summary 
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Conclusion 
The usage of error correcting codes is very 

important in a modern communication system. In this 

paper implementation of (15, 7) BCH Encoder and 

Decoder for audio message is discussed. Initially 

audio message is converted into binary data of 7 bits 

using AC-97 CODEC. This 7 bit is encoded into15 

bit code word. If any 2 bit error in any position of 15 

bit code word, it can be detected and corrected. This 

corrected data is converted into an audio message. 

The decoder is implemented using one-step majority-

logic. Simulation was carried out by using Xilinx 

14.2 ISE simulator and verified results for an 

arbitrarily chosen message data. Also design of both 

encoder and decoder successfully implemented on 

Virtex v.5 FPGA hardware. Synthesis was 

successfully done by using the RTL compiler, device 

utilization is summarized for encoder and decoder 

both for Virtex v.5 FPGA. 
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